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Universality of an irreversible kinetic gelation model

Sang Bub Lee and Hyun Joo Jeon
Department of Physics, Kyungpook National University, Taegu 702-701 Korea

~Received 6 February 1997!

We present Monte Carlo results for the critical exponentsg andb and the amplitude ratioR of percolation
susceptibilities for kinetic gelation model. The values ofg and n for the kinetic gelation model have been
reported to be roughly the same as the standard percolation values, but the amplitude ratioR has been found
to differ strongly from the percolation value, implying that the kinetic gelation model might be in a different
universality class from that of the standard percolation model. However, our estimates exhibit that bothg, b
andR are similar to the corresponding percolation values within the statistical errors, and thus, we are not able
to rule out the possibility of strong universality between the two systems. We point out that the cause of this
difference may be the different sampling technique used for measuring the percolation susceptibilities.
@S1063-651X~97!06509-4#

PACS number~s!: 05.70.Fh, 05.20.2y, 64.60.Ak, 64.60.Fr
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I. INTRODUCTION

The ‘‘kinetic gelation’’ is the irreversible growth mode
designed to investigate the formation of an infinite mac
molecule, i.e., gelation@1#. The first study of the sol-gel tran
sition was carried out by Flory@2# and Stockmayer@3# by a
simple model which was later identified as a percolation o
Bethe lattice. Manneville and de Seze@4# have developed a
more realistic model of additive copolymerization by rad
cals. In such a model, initially all sites are assumed to be
a sol phase, which consists of small monomers of multi
functionalities. The gelation is initiated by radicals whic
saturate, opening up a double bond of a monomer and l
ing one bond in the monomer unsaturated. This unsatur
bond acts as a new radical which, in turn, opens up ano
double bond of the neighboring monomer. As this proc
continues, an infinite macromolecule occurs at a certain f
tion of the polymerized sites, i.e., at gel-pointpc .

The universality of the kinetic gelation model has be
intensively studied via Monte Carlo simulations. Herrma
et al. @5,6# carried out simulations in three dimensions~3D!
and found that the critical exponentsg andn, which charac-
terize, respectively, the susceptibility and the correlat
length, are roughly the same as the corresponding perc
tion values; however, the amplitude ratioR of susceptibili-
ties, which is supposed to be universal, has been found t
considerably smaller than that of a percolation model. Ba
on this, they claimed that the kinetic gelation model belon
to a universality class different from that of the lattice pe
colation. Similar conclusion was also drawn in 2D by Rus
ton et al. @7#, who obtained both the exponents and the a
plitude ratio considerably different from the percolatio
counterparts. Family@8# also estimated the fractal dimensio
dF of an infinite network of gel phase in 2D and found th
dF depends upon the concentration of initiatorscI and is
smaller than that of a percolation network. Since the frac
dimension of an infinite percolation cluster is related to
static critical exponentsb andn via dF5d2b/n @9#, d be-
ing the embedding lattice dimensionality, the different es
mates ofdF imply that at least one of the critical exponen
is different from the percolation value, suggesting a differ
561063-651X/97/56~3!/3274~7!/$10.00
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universality between kinetic gelation and percolation mode
This conclusion, however, was ruled out by more elabor
calculations and the fractal dimension was found to be si
lar to the percolation value, independent ofcI @10#. Consid-
ering these works, it seems that various critical exponents
the kinetic gelation model are similar to the correspond
percolation values, while the amplitude ratio still remai
unresolved. This raises us the suspicion for a ‘‘strong’’ u
versality between the two systems, leaving the possibility
unusual ‘‘weak’’ universality in the sense that only the sta
exponents are the same while the amplitude ratio differs

Recently, similar results have been reported for vario
percolation models for which the critical exponents are
same but the amplitude ratio is found to be considera
different from the lattice percolation value. Kimet al. @11#
have carried out simulations for randomly bonded perco
tion and obtained the exponentg close to the lattice perco
lation value, while they estimatedR to be at least one orde
in magnitude smaller than the percolation value. In their d
cussions on this ‘‘unusual’’ behavior, they have referred
the kinetic gelation model as a similar example. Motivat
by their work, simulations for continuum percolations
various objects, such as overlapping spheres, capped c
ders, widthless sticks, overlapping disks, and penetra
concentric-shell~PCS! model, were also carried out and th
results obtained were, in principle, similar to those of t
randomly bonded percolation model@12,13#.

More recently, Lee and his collaborator@14–16# studied,
in a series of works, the continuum percolations of overla
ping disks and spheres and of PCS model and the rando
bonded percolation both in 2D and 3D, devoting for accur
determinations ofR. He found several possible sources
errors occurring in estimatingR which were mostly caused
by the finite size effect. After the finite size effect careful
taken into account, he showed that the values ofR were
similar to the percolation values for all models he studie
indicating astrong universality among the off-lattice, con
tinuum percolations of such models and the standard lat
percolation model. In this line of study, it is natural to ma
clear whether or not the kinetic gelation model is also in t
vein.
3274 © 1997 The American Physical Society
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56 3275UNIVERSALITY OF AN IRREVERSIBLE KINETIC . . .
In this paper, we study by Monte Carlo simulation t
critical behavior of the kinetic gelation model both in 2D a
3D. We estimate the exponentsg and b characterizing, re-
spectively, the susceptibility and the gel fraction~which is
equivalent to the order parameter in critical phenome!
given as

x~p!5(
s

8nss
2;H C2~pc2p!2g for p,pc

C1~p2pc!
2g8 for p.pc ,

~1!

with g5g8, and

G~p!5p2(
s

8nss;~p2pc!
b for p.pc , ~2!

where ns denotes the density of clusters of sizes and the
prime implies that the spanning cluster should be exclude
the sum. The parameterp, corresponding to the probabilit
of occupation in the percolation, is defined as the concen
tion of the polymerized sites@7#, or often as the fraction o
the polymerized bonds @5,6#. The amplitude ratio
R5C2 /C1 , which is known to be universal for standa
percolation model@17# and is believed to be so for othe
percolation models as well while the amplitudesC2 andC1

themselves are nonuniversal, is intensively studied for v
ous values ofcI and for various size system.

We have calculatedx(p) andG(p) for various size sys-
tems. The largest cluster has been eliminated only abovpc
for the implication of the prime on the sums in Eqs.~1! and
~2!. ~Note that since we do not know accurate values of
gel point we estimatex both with and without the larges
cluster for allp and select appropriate data to use for ana
ses.! We found that the values of bothg andb are within the
errors of less than 10% from the corresponding percola
values both in 2D and 3D. This agreement is even better t
the agreement of the previous results with the percola
values. Our estimates ofR are also within the error bound
of the percolation values for all cases ofcI , suggesting a
stronguniversality between percolation and kinetic gelatio

II. MONTE CARLO PROCEDURE

Our simulation methods are basically similar to those
the previous works of Ref.@7# for 2D and of Ref.@6# for 3D
simulations. At the beginning of each simulation, all latti
sites are assumed to be in the sol phase with the fraction
the tetrafunctional unitsct and the bifunctional unitscb ,
with ct1cb51 ~no solvent molecule is assumed!.

A. Two dimensions

Since the monomers of a bifunctional unit contribute on
on a linear link, all sites on a square lattice are initia
assumed to be occupied by tetrafunctional units, i.e.,ct51
and cb50. The cIL

2 initiators of concentrationcI are ran-
domly distributed in a given system, assuming that each
tiator acts as an active center for polymerization. Then,
of those active centers and its neighboring bond are sele
randomly. If the new site connected by that bond is yet
saturated~i.e., has less than four incident bonds!, the bond is
completed and the active center is moved to a new site. If
in
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bond cannot be completed, another attempt is made wi
different active center. We keep track of the positions of
active centers and, when an antive center is trapped by b
surrounded by closed sites or any two active centers hap
to meet and annihilate, we eliminate such active centers f
the list. This allows us to continue the simulations until e
ther all active centers are trapped or the desired valuesp
are achieved. This way of checking the trapping of the s
tem is different from the previous works in which the sim
lation is terminated if a certain number of attempts of po
merization are failed by selecting either a trapped act
center or an already completed bond.

The degree of polymerization can be determined in t
ways. First, we take the statistics whenever the desired n
ber of monomers are polymerized, and second, the stati
is sampled after a certain number of bonds are comple
The former provides us with data at exact concentrati
while the latter allows us to sample the data at a cert
interval of polymerization time. We, however, found th
both methods yield essentially the same results within
statistical errors. In this paper, we present our simulat
data obtained by the latter method so that our data can
utilized for comparison with those of the previous works.

B. Three dimensions

In 3D, the simulation method is basically similar to that
2D, except that the algorithm is designed to describe
physical situation better than in 2D. Each site of simple cu
lattice is initially occupied by either a tetrafunctional un
with concentrationct or a bifunctional unit with concentra
tion cb (512ct). Initially a fractioncI of 3L3 links ~bonds!
connecting nearest neighbors are assumed to be occu
randomly by initiators, each end of those links carrying
active center. Since the number of bonds in a simple cu
lattice of sideL is 3L3 and since each initiator contribute
two active centers, the total number of active centers
6cIL

3. The sampling and averaging procedures are es
tially the same as those in 2D.

III. RESULTS AND DISCUSSIONS

We have carried out simulations for various values ofcI
and L for both 2D and 3D, and the results were averag
over 100–5000 realizations, depending on the values ocI
and L. ~Note that the number of active centers is initial
cIL

2 in 2D while that in 3D is 6cIL
3.!

Data are analyzed in a usual way. We plot on a dou
logarithmic scale the susceptibilities calculated excluding
largest cluster forp.pc and without excluding the larges
cluster forp,pc . We then measure accurate values ofpc

eff ,
assuming the same power law below and above it. This va
of pc

eff is considered to be an effective gel point for the giv
size of system and might be~slightly! different from the true
pc . It should be noted that the parameterp is defined as the
concentration of the polymerized sites in 2D and the fract
of the polymerized bonds in 3D. We defined it as this so t
one can compare our data with those of the previous wo
~Note that our definition ofp in 2D is identical to that in Ref.
@7# and that in 3D is identical to that in Refs.@5,6#.!
The values ofg and R can be obtained, respectively
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3276 56SANG BUB LEE AND HYUN JOO JEON
from the slope of the power-law fits and from the displac
ment between the fits below and abovepc

eff .

A. Critical exponents and amplitude ratio
for various size systems

In order to investigate how the size of system affects
critical behavior, we have carried out extensive simulatio
for a selected value ofcI in each dimension and for variou
size systems, i.e.,cI50.05 forL5300, 500, 800, 1000, an
2000 in 2D, andcI50.003~with ct50.4) for L540, 60, 80
100, 150, and 200 in 3D.

Plotted in Fig. 1 on a double logarithmic scale is the 2
Monte Carlo data ofx ~for cI50.05) for three typical values
of L, L5500, 1000, and 2000. Clearly, data for all selec
values ofL exhibit reasonably good power-law fits. The e
timates ofg from the plot areg52.4960.05 forL5500 and
L51000 andg52.4660.06 forL52000.~Note that the er-
rors listed are the regression errors and there might be a
tional statistical errors not taken into account.! These values
are slightly larger than the known percolation valueg5 43

18

@18#. However, considering that the errors ofx are typically
of the same order as the value of susceptibility itself, they
considered to be similar to the percolation value. Results
other values ofL not shown in the figure are basically simila
to those in Fig. 1.

The exponentb can be obtained from the power-law pl
of the gel fractionG(p), given in Eq. ~2!. However, we
found from numerical investigation that the estimate ofb is
very sensitive to the choice ofpc . Thus, without accurate
value of pc , it is not simple to estimateb from the power-
law plot, unlike forg. In order to resolve such a difficulty
we estimatepc , in a way similar to the renormalization ca
culations, by extrapolating the values ofpc

eff(L) in theL→`
limit, using the scaling relation

upc2pc
eff~L !u;L21/n. ~3!

FIG. 1. Monte Carlo data ofx for 2D kinetic gelation model for
cI50.05 for three typical values ofL, plotted on a double logarith
mic scale. The dashed, dotted, and solid lines are the regressio
obtained assuming the same power-law behavior below and a
pc .
-

e
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d
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We obtainedpc.0.5989 forcI50.05, using the values o
pc

eff obtained from the power-law fits ofx. Plotted in Fig. 2
are the fractions of the largest cluster for the two larg
systems we used in the simulation, i.e., forL51500 and
2000. The inset shows the extrapolation ofpc

eff ; the intercept
on the abscissa is the gel-point. Since the gel fraction is
fraction of the largest cluster abovepc , the exponentb can
be obtained from the slope of the plot forp.pc ~upper sets
of data!. The regression fit~solid line! givesb.0.1360.01,
which is close to the percolation valueb5 5

36 @9#.
We also estimated from our data the amplitude ratio

susceptibilities. By numerical investigation, we found th
the reliable data ofR for smallcI , such ascI<0.05, can only
be obtained for sufficiently largeL. For example, for
cI50.05, the estimates forL<500 vary significantly depend
ing on how the fitting region of the power-law is selecte
however, forL beyondL5500, data yield consistent value
of R. We found that the estimates ofR for 500<L<2000
appear to decrease slightly asL increases and all estimate
lie between 173 and 198 which are close to the percola
valueR5196640 @19,20#. However, the size dependence
R for the gelation model is not as significant as that for t
continuum percolations of the PCS model and for the r
domly bonded percolations. All estimates ofR for variousL
are within the error bounds of the percolation value.

From these estimates, we assert that the amplitude rat
well as the various critical exponents for the kinetic gelati
model is similar to the corresponding percolation value
2D, suggesting a strong universality between percolation
gelation models, unlike the previous work@7#. The estimates
of g, pc , andR for various values ofL are summarized in
Table I.

Results in 3D are qualitatively similar to those in 2D
Plotted in Fig. 3 are the data ofx for cI50.003 andct50.4
for selected values ofL: L560, 100, and 200. The value
estimated from the plot areg51.8760.06 for L560,
g51.8460.02 for L5100, and g51.8160.03 for

fits
ve

FIG. 2. Monte Carlo data ofG(p) for 2D kinetic gelation model
for cI50.05 for two typical values ofL, L51500 ~square! and
L52000 ~circle!. The solid line on the upper set of data is th
regression fit usingpc50.5989, obtained from the scaling relatio
of Eq. ~3! as shown in the inset.
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56 3277UNIVERSALITY OF AN IRREVERSIBLE KINETIC . . .
L5200, all of which are consistent with the percolatio
valueg.1.80 @9#.

The values ofR estimated from the displacements b
tween the power-law fits forp,pc andp.pc were found to
be R.6.8 for L560 andL5100 andR.7.0 for L5200.
These values appear to be similar to~although slightly
smaller than! the known percolation value~known to be be-
tween 8 and 11@19#!, but considerably larger than the prev
ous estimateR52.861.0 for the same values ofcI and ct
@5,6#. The cause of such a large difference is due to
different sampling technique ofx(p). Although the authors
of the previous works did not mention how they sampled
x, we found by numerical investigation that they have m
suredx excluding the largest cluster both below and abo
pc . As an evidence, we found the peak ofx(p) for L560
~for cI50.003) to be 1.453103 at p.0.083 which is nearly
7 times larger than that obtained in the previous work in@6#
for the same parameters. Such an underestimation ofx(p)
close to~but still less than! pc appears to have yielded a
underestimation inR.

Shown in Fig. 4 is the gel fraction plotted on a doub
logarithmic scale forL5150 and 200, usingpc50.0838 ob-
tained from the scaling relation in Eq.~3!. The regression fit

TABLE I. The estimates ofpc
eff , g, andR for variousL from the

power-law fits for 2D kinetic gelation model forcI50.05.

L pc
eff(L) g(L) R(L)

300 0.60221 2.5360.10 211645
500 0.60116 2.4960.05 198630
800 0.60038 2.4860.07 183620
1000 0.60014 2.4960.05 183620
1500 0.60088 2.4960.08 187620
2000 0.59979 2.4660.06 173615

FIG. 3. Monte Carlo data ofx for 3D kinetic gelation model for
cI50.003 andct50.4 for three typical values ofL, plotted on a
double logarithmic scale.
e

r
-
e

~solid line! yields b.0.4260.03, which is again consisten
with the percolation valueb.0.4 @9#.

B. Finite size scaling analyses

In the previous subsection, we have presented the crit
exponents and the amplitude ratio for various size syste
In many instances, researchers employ the finite size sca
analyses of the susceptibilities and the order parameter
verify the estimates of the critical exponents and to estim
the infinite system results ofR. However, Lee has recentl
shown that there are subtleties for the finite size sca
analyses if the estimates ofR depend upon the size of th
system. He showed that such scaling analyses failed to
vide an infinite system result ofR for the cases of the con
tinum percolation of PCS model and the randomly bond
percolation model. However, we have seen that the am
tude ratio for the kinetic gelation model does not depe
strongly on the size of system. It is, therefore, interesting
study the finite size scaling analyses with our Monte Ca
data for kinetic gelation model.

The susceptibility defined in Eq.~1! for any finite system,
x(p,L), can be written as a function of two competin
lengthsL andj (;up2pcu2n):

x~p,L !5up2pcu2g f ~L,j!. ~4!

Since, according to the universality, there should be only
relevant length, one can writef (L,j) as a function of the
ratio of two lengths, i.e., as a function ofL/j}Lup2pcun
nearpc . After a change of variables, one can write the sc
ing relation as

x~p,L !5Lg/ng~L1/nup2pcu!, ~5!

with the extreme conditions of the scaling function given

FIG. 4. Monte Carlo data ofG(p) for 3D kinetic gelation model
for cI50.003 for two typical values ofL, L5150 ~square! and
L5200~circle!, plotted usingpc50.0838 obtained from the scalin
analysis.
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3278 56SANG BUB LEE AND HYUN JOO JEON
g~x!5H const for x!1,

xb for x@1.
~6!

This implies that the data ofx(p,L)L2g/n for variousL and
p plotted againstx[L1/nup2pcu collapse onto a single
curve.

We plotted the scaling function for variousL, using the
percolation values ofn and g, i.e., n5 4

3 and g5 43
18 for 2D

andn.0.88 andg.1.8 for 3D. Figure 5 is the scaling func-
tion for cI50.05 in 2D ~left! and cI50.003 in 3D ~right!
kinetic gelation models, obtained using, respective
pc50.600 and 0.0839. It should be noted that these values
pc are those which were obtained by extrapolatingpc

eff(L)
using the scaling relation in Eq.~3!. Clearly data show good
collapsing in the critical region whereup2pcu!1 andL@1
hold. This is a good indication that the values ofn andg for
the kinetic gelation model are similar to the correspondi
percolation values. If one measures the slopes and the
placements of the fits, one would getg and R similar to
those we presented earlier. We have also studied similar s
ing analyses with the different sets ofg andn, such as those
obtained in the previous works@5–7#; however, we were not
able to observe the data collapsing better than those in Fig

Similar analysis can also be made for the gel fraction
verify our estimates ofb. The scaling function ofG(p,L)
can be written, in a similar way to the susceptibility, as

G~p,L !5L2b/nh~L1/nup2pcu!. ~7!

Plotted in Fig. 6 are the data forG(p,L)Lb/n against the
scaling variablex[L1/nup2pcu for 2D ~left! and 3D~right!
kinetic gelation models for the same parameters as in Fig
The values ofpc used in the plot arepc50.6022 for 2D and
pc50.084 for 3D, the former of which is slightly larger than
that we used for the scaling ofx(p,L). ~We have tested with
other values ofpc , but these values yielded the best da
collapsing.! Clearly data show good collapsing for both d
mensions, implying that the exponentb for the kinetic gela-
tion model is also similar to the percolation value. Forp far
away frompc ~rightmost region in the plots!, data for smaller

FIG. 5. Scaling function of Eq.~5! plotted for 2D kinetic gela-
tion model usingg5

43
18, n5

4
3, and pc50.600 ~left!, and for 3D

model usingg51.8,n50.88, andpc50.0839~right!. Monte Carlo
data show fairly good data collapsing for both cases.
,
of

g
is-

al-

5.
o

5.

L deviate slightly from those of largerL. We believe this
behavior to be due to that the data for those values ofp are
out of the scaling region.

The degrees of data collapsing for the scaling relations
Eqs.~5! and ~7! are much better than the previous works
this kind, particulary in the region ofup2pcu!1. This leads
us a conclusion that the values of the universal critical exp
nents and the amplitude ratio for the kinetic gelation mod
are similar to the corresponding percolation values.

C. Simulations for various initiator concentrations

Since the exponentg in 2D were found to vary depending
on the values ofcI @7# and since slightly different values for
differentcI were also reported in 3D@21#, it is interesting to
carry out simulations for other values ofcI to see whether or
not cI is relevant. We thus carried out additional simulatio
for cI50.01, 0.02, 0.1 and 0.2 in 2D, each forL5300–2000,
and for cI50.0003 and 0.03 in 3D, forL540–200.~Note
that these values ofcI are identical to those used in th
earlier works.!

Results ofx for cI50.1 and 0.2 forL51500 and those
for cI50.02 for L52000, all in 2D, are plotted in Fig. 7.
Estimates of (g, pc

eff) from the plot are (2.4360.03, 0.6709!,
(2.4560.04, 0.7528!, and (2.4960.05, 0.5187! for cI50.1,
0.2, and 0.02, respectively. The errors are again the reg
sion errors. The values ofg for all three cases are considere
to be consistent with one another and are again close to
percolation value. Results forcI50.01 are also similar; the
estimates areg52.4060.10 andpc

eff50.4628 for a system
of L52500. These results, together with the previous res
for cI50.05, imply that the value ofcI is irrelevant as long
as the exponentg is concerned.

Our work is contrasted to the previous work, where co
siderably different values ofg have been obtained dependin
on cI : g55.360.8 for cI50.01, g53.860.5 for cI50.05
and g52.660.4 for cI50.2 for systems of size up to
L5400. These estimates are unusual because, accordin
the universality concept, the value ofcI is believed to be
irrelevant as long as it is not extreme, i.e.,cIÞ0 andcIÞ1.
The primary cause of such strange results is again d

FIG. 6. Scaling function of Eq.~7! plotted for 2D kinetic gela-
tion model usingb5

5
18 and n5

4
3 ~left! and for 3D model using

b50.4 andn50.88 ~right!.
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56 3279UNIVERSALITY OF AN IRREVERSIBLE KINETIC . . .
to that the largest cluster has been excluded in the sum in
~1! both below and abovepc , in that work ~while we have
eliminated it only abovepc), similar to the 3D case that w
discussed before.~We, in fact, estimatedx in a way similar
to the previous work and obtained essentially the same
sults as those in Ref.@7#.! Since the prime in the sums o
Eqs.~1! and ~2! implies thatthe spanning cluster should b
excludedand since the spanning cluster exists abovepc , we
believe that the largest cluster should be excluded only ab
pc . Although the largest cluster is small enough and it a
pears to be reasonable to ignore it forp,pc , we believe that
exclusion of it nearpc causes significant errors on the me
surements ofx(p). Since the power-law behavior in Eq.~1!
is expected to hold close topc , an exclusion of the larges
cluster results in the power-law region shifted away frompc .
Such a shift may possibly yield the estimates ofg and R
significantly deviated from the true values, as it was alrea
pointed out by Lee@16# for different models. It should also
be noted that our systems are much larger and the statist
also at least one order in magnitude better than the prev
work of Ref. @7#.

FIG. 7. Monte Carlo data ofx for 2D kinetic gelation model for
three different values ofcI . The vertical displacements of th
power-law fits~solid lines! are similar for all cases, exhibiting tha
the amplitude ratio does not depend strongly oncI .
q.

e-

ve
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-

y

is
us

Our estimates ofR are also very different from those o
the previous work. While the previous authors report
R5250670, 140645, and 80620 for cI50.01, 0.05, and
0.2, respectively, we obtainedR similar to the percolation
value for all selected values ofcI . As we have seen in Fig. 1
the estimates ofR for cI50.05 were between 173 and 19
~see Fig. 1!, depending onL. For other values ofcI , i.e.,
cI50.01, 0.02, 0.1, and 0.2, the estimates are not very
ferent from that forcI50.05 ~Fig. 7!. For the latter two
cases, i.e., forcI50.1 and 0.2, we obtainedR between 175
and 190 depending on the values ofcI andL. On the other
hand, for the former case ofcI50.01, we attempted to
sample the data for the concentration of polymerized sitep
as large as possible. However, we were not able to sam
sufficient data forp>0.49 due to the trapping of the system
all active centers are either trapped or annihilated before
desired value ofp is achieved. With the sampled data, w
estimateR between 150 and 170 for variousL, which are
slightly smaller than those of our earlier estimates for ot
values of cI , but are still within the error bounds of th
percolation value. From these estimates, we are not abl
rule out the possibility of astrong universality between the
percolation and the kinetic gelation models, ‘‘strong’’ in th
sense that the amplitude ratio as well as the critical ex
nents is the same for two models.

Similar results forb were also observed. For all cases
cI , we obtainedb between 0.11 and 0.14~not shown!. The
estimates ofg, b, R, andpc in 2D are summarized in Table
II, in comparison with the previous estimates~numbers in
parentheses!. It shoud be noted that the values in the tab
were calculated considering the results for various size s
tems, and they are slightly different from those which we
presented before for a given size system.

Results for 3D are not different from those in 2D. F
cI50.0003 and 0.03 withct51.0, results were basically
similar to the case forcI50.003; the estimates ofg for vari-
ous L are between 1.8 and 1.9 depending on the size
system. These estimates are slightly smaller than~although
consistent, within the errors, with! the previous estimates in
Refs. @5# and @6# and are closer to the known percolatio
value, particularly forcI50.0003.

The amplitude ratio for the selected cases ofcI , were
between 8 and 9, as long as the size of system is not
small. Considering these values and the statistical error
x(p), it seems that the amplitude ratio of susceptibilities
the kinetic gelation model is also similar to the percolati
ere

TABLE II. The estimates ofg, b, R, andpc for 2D kinetic gelation model for various values ofcI , in

comparison with the results in Ref.@7# ~in parentheses!. The errors listed are the regression errors and th
might be additional statistical errors.

cI g b R pc

0.01 2.4060.10 0.1460.01 160630 0.4618
(5.360.8)) (0.1560.04) (250670) (0.4360.005)

0.02 2.4960.10 0.1260.02 175630 0.5188
0.05 2.4960.05 0.1360.01 185630 0.5989

(3.860.5) (0.1660.04) (140645) (0.56860.05)
0.1 2.4560.03 0.1160.02 180625 0.6709
0.2 2.4760.06 0.1260.02 185620 0.7525

(2.660.4) (0.1460.04) (80620) (0.73260.005)
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TABLE III. The estimates ofg, b, R, andpc for 3D kinetic gelation model for various values ofcI , in
comparion with the results in Refs.@5,6# ~in parentheses!.

cI g b R 1003pc

0.0003 1.8560.10 0.3360.04 8.461.7 3.485
(2.360.4) (1.760.6) ~3.2!

0.003 1.8460.06 0.4260.03 6.961.2 8.384
(1.9860.10) (0.3760.09) (2.861.0) (8.3560.05)

0.03 1.8160.05 0.4060.01 8.361.0 14.020
(4.261.2) ~16.6!
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value, implying that both models might belong to the sa
universality class as long as our simulations are carried
The estimates ofg, b, R, and pc for 3D kinetic gelation
model are compared with the previous estimates in Table

IV. SUMMARY AND CONCLUSIONS

We have studied by Monte Carlo methods the statist
properties of the irreversible kinetic gelation model in bo
2D and 3D. We have estimated the exponentsg andb and
the amplitude ratioR from the Monte Carlo data of the sus
ceptibility and the gel fraction. Results forg andR in 2D are
very different from those of the previous work. While in th
previous work considerably different values have been
served depending on the values ofcI , we obtained consisten
values, within the statistical errors, for all selected values
cI . The estimates ofR in 3D are also very different from the
previous work. Whereas they obtainedR considerably
smaller than the known percolation value, we obtained
rather close to the percolation value. From these estima
we are not able to rule out the possibility of strong univ
sality between the kinetic gelation and the standard perc
tion models.

We found that such a different conclusion for the univ
sality of kinetic gelation model is a consequence of the d
ferent sampling technique ofx(p), as Lee@16# has already
y
t,

ev
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e
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it
s,

-
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-
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pointed out for off-lattice percolation models. While the lar
est cluster has been excluded in the sum for the susceptib
both below and abovepc in the previous works, we have
excluded it only abovepc . Such a different sampling metho
affects only the susceptibility and, accordingly, the estima
of g andR, leaving the gel fraction unaffected. We believ
this to be the reason that our estimates ofb are similar to the
previous estimates, which were found to be close to the p
colation values in both 2D and 3D.

Our work, together with the previous works of Lee an
his collaborator@14–16#, thus resolves the unusual critica
behavior of the amplitude ratio of percolation susceptib
ties. The previously reported nonuniversal behaviors
various off-lattice percolation models and for the kinetic g
lation model appear to have been caused artificially from
approximate method of samplingx(p) in the Monte Carlo
procedure. With the more elaborate technique,R has been
found to be universal as it is expected from the field theo
ical calculations.
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